CS395T: Continuous Algorithms, Part VI

Matrix analysis and concentration

Kevin Tian

1 Scalar concentration

In modern data science, it is often useful to model datasets as being drawn from a high-dimensional
distribution. To predict how algorithms behave on datasets, we frequently wish to establish some
basic properties about the corresponding distribution: what does a typical dataset look like, and
are statistics of the dataset well-behaved, i.e., do they concentrate around their typical values? This
prompts the development of matriz concentration inequalities, where we ask quantitative questions
about the behavior of high-dimensional data. To build up to these tools, we first establish some
basic techniques which are useful in the study of how scalar random variables concentrate.

1.1 Sub-Gaussian random variables

Let {Z;i}iem) € {£1}" be a collection of independent Rademacher random variables, i.e., let

1 ith probabilit
Zi:{ WL PEODAOTIY 2 for all i € [n].

—1  with probability

N N|—=

For example, Z; could measure whether the i*" toss of a fair coin came up heads. One basic statistic
of {Zi}ig[n) is its sum Z = Zie[n] Z;: when tossing n coins, what is the typical discrepancy between
the number of heads and tails? If we only care about a rough estimate, we can apply Chebyshev’s
inequality, which is a consequence of the simpler Markov’s inequality applied to |Z — EZ|?.

Fact 1 (Markov and Chebyshev). If Z is a nonnegative random variable, Pr(Z > t] < $1EZ for all
t > 0. If Z is a random variable taking values in R, Pr[|Z — EZ| > t] < % Var[Z].

Clearly, EZ = 0, and further, as Var[X;] = 1 for all ¢ € [n], we have Var[Z] = n by independence.
Therefore, Fact 1 shows that for any 6 € (0, 1), we have |Z| = y/n/d with probability 1—3. However,
we should be able to say something better: as n — oo, the central limit theorem says that %Z
is approximately distributed as A/(0, %), and the tail behavior of Gaussians is significantly better
than what Chebyshev predicts. Specifically, assuming Z ~ N(0,n) (i.e., accepting the central
limit theorem approximation as fact), standard tail bounds on Gaussian random variables show
|Z] = O(y/nlog(1/6)) except with probability 6. This is a significantly improved bound in the
regime § — 0, and as we will see it continues to hold for true for actual Rademacher sums.

The key definition which helps in establishing this is the following.
Definition 1 (Sub-Gaussian). We say real-valued random variable Z is o*-sub-Gaussian if
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Eexp(A(Z —EZ)) <exp <>\ ) for all X € R. (1)

When Z is centered (i.e., EZ = 0), the left-hand side of (1) is simply the moment-generating
function (MGF) of Z. Direct computation of the MGF shows that when Z ~ N(u,0?) for any
p € R, (1) holds with equality, reflecting the intuition that o?-sub-Gaussianity of Z serves as a
proxy for the statement “Z behaves like a draw ~ N(0,02).” Moreover, sums of independent sub-
Gaussian random variables are also sub-Gaussian, by expanding (1) and applying independence.

Fact 2. If{Z;}ic[n) are real-valued random variables such that Z; is o2-sub-Gaussian for alli € [n],
then the random variable 3,1, Zi 18 3 () o?-sub-Gaussian.



Our Rademacher example is thus also sub-Gaussian, as captured by the following general statement.

Lemma 1. Let Z be a random variable supported in [a,b]. Then Z is (b — a)?-sub-Gaussian.*

Proof. Let X = ﬁ(Z —EZ) so that X € [-1,1], EX = 0.2 We claim X is 1-sub-Gaussian, which

yields the claim because (1) holds for all A € R, so we can scale A by b — a so the definitions agree:

2(h— a)2
Eexp (AM(Z —EZ)) =Eexp(Ab—a)X) <exp (/\(1)2)> .

Next, we claim that for all A\ € R, Eexp(AX) < Eexp(Ao), where 0 € {£1} is a Rademacher
random variable. To see this, for each conditional realization X = ¢ with ¢ € [—1, 1], consider
“spreading” ¢ to the endpoints {£1} in an expectation-preserving way, i.e. let (Y | X =1t) € {1}
and E[Y | X =] =t. Because f(t) = exp(\t) is convex, Jensen’s inequality shows

Eexp(AX) <E[Elexp(\Y) | X =t]] = E[exp(\Y)].

Also, note that EY = 0, so Y is distributionally equivalent to . Finally, we have the claim due to
the straightforward calculation (which follows by Taylor expansion):

2
Elexp(Ao)] = %exp()\) + %exp(f)\) < exp <>\2) .

O

By combining Fact 2 and Lemma 1, we have established that our earlier Rademacher sum is O(n)-
sub-Gaussian. This yields our earlier claimed concentration bound via the following observation.

Theorem 1 (Hoeffding’s inequality). Let Z be o2-sub-Gaussian. Then for all t >0,

t2
Pr||Z —EZ| >t] <2 -— .
(112 - €2] > 1 < 2000 (-5 )

Proof. By Markov’s inequality (Fact 1) and (1), for any A > 0,

Pr[Z —EZ > 1] = Prlexp (A(Z — EZ)) > exp(\t)] < exp (—)\t + A22‘72> . (2)

The proof follows by optimizing in A\, and observing that the argument is symmetric in Z,—Z. [0

Remark 1. The proof technique in Theorem 1, also known as the MGF method, is intimately
connected to our discussion of convex conjugates in Part III. Letting 1¥(\) := log Eexp(AM(Z—E(Z2)))
be the logarithm of the left-hand side in (1), the Markov argument in (2) shows that

Pr[Z — EZ > ] < exp < <sup At — 7,[;()\)>> = exp (—0* (1)),
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s0 it suffices to bound v*, the Cramér transform of Z.3 Theorem 1 is a simple consequence of order-
2 2 _2
preserving properties of conjugation,® and that 1*(t) = # when Y(A) = A 5~ Similar arguments

appear in many other proofs; for a more complete explanation, see Section 2.2 of [BLM13].

Indeed, Theorem 1 shows that for any § € (0,1), an O(n)-sub-Gaussian random variable does
not deviate from its mean by w(y/nlog(1/d)) except with probability J, as claimed before. We
conclude by mentioning some equivalent characterizations of sub-Gaussian random variables which
are often useful in applications, deferring a proof to Proposition 2.5.2 of [Ver18].?

IThis can be improved to show that Z is in fact l(b — a)?-sub-Gaussian; for a (more complicated, and thus
omitted) proof, we refer the reader to the Wikipedia page for “Hoeffding’s lemma.”

2The lossiness in this proof is because X is actually supported in [—¢,1 — ¢] for some ¢ € [0,1].

3Here, we used that () > 0 for all A by convexity of log, so the maximal X in the expression supyer At — P (A)
will never be negative and hence we can extend A > 0 to A € R in the expression.

4That is, if ¢ < ¢ pointwise then 1)* > ¢* pointwise, by the definition of conjugates.

5A proof of the moment bound can be found in (4).



Proposition 1. The following properties are equivalent, for constants Cy, Cs, and Cs.
1. Sub-Gaussianity: Z is o2-sub-Gaussian.
2. Moment bound: For all p > 1, E|Z|P < (C10/p)P.
3. Tail bound: For allt >0, Pr[|Z] > ] < 2exp(—(cz

5)%).
4. MGF of square bound: E[exp(%)z] <2.

1.2 Sub-gamma random variables

In many applications, it is helpful to consider a truncated variant of sub-Gaussianity where (1) only
holds for a range of A\. For example, when bounding empirical second moments we often require
concentration behavior of the square of a Gaussian, which is not sub-Gaussian, as we can check by
computing the MGF. Fortunately, it does satisfy a weaker definition which we now introduce.®

Definition 2 (Sub-gamma). We say Z is (62, ¢)-sub-gamma if (1) holds for all |\ < 1.

The symmetrized gamma distribution with parameters a, b is (O(ab?), O(b))-sub-gamma. We next
give two more canonical examples of sub-gamma random variables with simple interpretations.

Lemma 2. If Z is supported in [—c,c] with EZ =0 and EZ? = 02, Z is (202, 2¢)-sub-gamma.
Proof. First, note that for any p > 2, E[ZP] < E[Z2%cP~2] = 0%¢P~2. We therefore have by a Taylor
expansion that for |\ < 2 , using EZ = 0 and Stirling’s approximation p! > (2)?,

(oo}

Z

=2

Elexp(AZ)]=1+E

Lemma 2 gives a tighter characterization of the MGF of Z than Lemma 1, which only offers a
sub-Gaussianity bound of O(c?), because 2 can be significantly smaller than ¢? if Z is tightly
centered. The tradeoff is that we can only control the MGF of Z for bounded |A] < o=

Lemma 3. Let Z be o?-sub-Gaussian. Then (Z — EZ)? is (800, 4002)-sub-gamma.

Proof. Let X := Z — EZ. We first observe that by sub-Gaussianity of Z and Theorem 1,
X7 = [ PrlXP = dde= [ (o) PalX] 2 e
0 0

[e'e] t2 )
< 2p/ tp_lexp< = 2) dt = po?T (5) < (20/p)7,
0

where I' is the Gamma function. In the first line we did a change of variables, and in the second
line we used standard bounds on I'. For |A| < we therefore have the desired claim from

(4)

40:72 ’
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: p*? :
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Z (8\a?p)P Z (8eAd?)P < exp (40/\2 4)
p=2 P! p=2

The first inequality used that for any nonnegative random variable Y, it is the case that” E[(Y —
EY)?] < E[Y?] for any p > 0, the second used (4), and the third used Stirling’s approximation. [

We note that (2, ¢)-sub-gamma random variables are sometimes called c-sub-exponential in the
literature, because the exponential distribution with density o exp(—) has this property. We next
observe that Facts 2 and Theorem 1 have straightforward extensions to the sub-gamma setting.

6Different sources have slightly different definitions (e.g., [BLM13, Duc23|), but they are identical up to constants.
"This follows from taking expectations over the inequality y? — (y — )P > y — u, which holds for all y, u > 0 and
p > 2, since the expectation of the right-hand side is 0 for u = EY.



Fact 3. If {Zi}icn) are real-valued random variables such that Z; is (02, ¢;)-sub-gamma for all

i € [n], then the random variable 3¢, Zi is (X ;cpn) 07, max;e[y ¢;)-sub-gamma.

Theorem 2 (Bernstein’s inequality). Let Z be (02, c)-sub-gamma. Then for all t > 0,

2
Pr[|Z—EZ|2t]§2eXp(—min(t t))

202’ 2¢

Proof. If % < %, we can use the proof of Theorem 1; else, we plug A = % in (2). O
As a first application of Theorem 2, consider a x? random variable with d degrees of freedom, i.e.,
Z=3 e v? where we draw ii.d. {7,}ic[g ~ N(0,1). Combining Lemma 3 and Fact 3 shows Z

is (O(d), O(1))-sub-gamma, and hence Theorem 2 shows that with probability > 1 — ¢,

z-ao o (}) s (}) ).

This well-known tail bound of [LMO00| shows that the squared norms of random Gaussian vectors
concentrate extremely tightly around their mean of d, with a typically sublinear deviation &~ v/d.

Theorem 2 shows that the tail behavior of sub-gamma random variables has two phases, with a
2

transition at t* = Z-. Below the critical value t*, they behave like sub-Gaussians, and above it

they deviate from their expectations by w(clog(%)) with probability < §. We conclude with an

application of these tools which is very powerful in algorithm design, as we will see in later lectures.

Corollary 1 (Johnson-Lindenstrauss). Let {g;}icix) € R? be i.i.d. draws from N'(0g4, +14), and let
v € R? be fived. Then for Z = Dick] (gi,v)? = HGVH%, where G € R**4 has rows {g;}ic[x),®

2
2 2 ek 1
Pr [|z VIR > e ||v|\2} < 2exp (-160) , forallc € (o, 2) .

Proof. Let o := k=/2 ||v||,, and note that each (g;, v) is distributed as (0, L [[v|[3), so it is zero-
mean and o2-sub-Gaussian. Moreover, clearly EZ = Hv||§ Hence, combining Lemma 3 and Fact 3
shows Z is (52 ||VH§ , % ||v||§)-sub—gamma, and the conclusion follows from Theorem 2. O

Corollary 1 shows that if we choose k = ©(log() - €~2) for an appropriate constant, a random
Gaussian projection Gv preserves the norm of v up to a 1 + € factor except with probability 4.
Importantly, k£ < d in many parameter regimes, and a union bound lets us reuse the same “sketching
matrix” G for a set of multiple vectors, which can significantly speed up distance computations.
For example, the Johnson-Lindenstrauss lemma is often rephrased as the following consequence of
Corollary 1: given n vectors {v;};e,) C R?, their projections {u; := Gv;};¢}, have each pairwise
distance [[u; — u;]|, within a 1€ factor of each |[v; — v;||,, when G € R**? has k = ©(log(n)-e~2).

1.3 Chernoff bounds

Consider again our example of coin flips, but assume instead that we are flipping n biased coins
with heads probability p = £ for fixed pu, i.e., as n — oo seeing a head is a very rare event. The
limiting behavior of Z, the number of heads observed, is a Poisson random variable with rate
parameter p, i.e., Pr[Z = k] = %uk exp(—pu) for all k£ > 0.2 Observe that

1 epNk
i exp(—p) = () exp (=) = exp(~Q(klog k). (5)
if we treat p as constant. This shows that the tail behavior of Z is slightly better than an
exponential random variable, but worse than a sub-Gaussian random variable for large k.

Now, let us see what Theorems 1 and 2 would predict. Combining Lemma 1 and Fact 2 shows Z
is n-sub-Gaussian, so Theorem 1 shows that with high probability, Z < x4+ O(y/n). On the other

8The constant can be significantly improved via a more precise variant of Lemma 3 when Z is Gaussian.
9This is often called the Poisson limit theorem.



hand, since the variance of each coin (treated as a {0,1} variable) is < £, combining Lemma 2
and Fact 3 shows that Z is (2u, 2)-sub-gamma, so Theorem 1 predicts that with high probability,
7Z < O(max(p,1)). Interestingly, in small regimes of u, both bounds are lossier than what we can
show using the nonnegativity structure of Z; such structure-aware bounds in this setting are known
as Chernoff bounds. We state a fairly general version of the Chernoff bound, and then interpret it.

Theorem 3 (Chernoff bound). Let {Z;}ic[n) be independent random variables supported in [0, R],
let Z =3 ey Zir and let p:=EZ. Then,

eu
2+¢R

p
Pr(Z <(1—e)p] <exp ( ) for all e € (0,1).

Pr(Z > (1+¢€)p] <exp <— ) for all € > 0,

2R

We mention that similarly to Theorem 2, this result has a phase transition which occurs roughly
when € ~ 1. Theorem 3 improves our earlier characterizations (by way of Theorems 1 and 2) in
this regime, because it allows for very tight control of constants. For example, if R =1, ¢ € (0,1)
and y > %, Theorem 3 shows that Z falls in the range [(1 — €)u, (1 4 €)x] with high probability,
whereas our previous characterizations lost constant factors or worse. The following mnemonic is
useful for remembering Theorem 3, and captures many of its major applications.

Corollary 2. Let Z = Eie[n] Z; be a Poisson binomial random variable, where each Z; € {0,1}
has EZ; = p; and all {Z;},c}n) are independent. If p:=EZ > E% log(%) where §,¢€ € (0, %), then

Pr[Z ¢ [(1— e, (L+ )] < 6.

In other words, Corollary 2 says that if we are counting the number of random events Z which either
occur or do not (out of n total events), but > log(%) random events occur in expectation, then
Z concentrates very tightly around its expectation, independent of the number n. For example,
Corollary 2 readily implies the following geometric aggregation technique.

Lemma 4. Let § € (0,1), R > 0, and let A be a randomized algorithm returning x € R with
E||x — x*[|, < R for unknown x* € R%. There is an algorithm A" which calls k independent copies
of A, and produces X € R? such that ||x — x*||, < 9R with probability > 1 — 6, for k = O(log %)

Proof. Let £ be the event that a point x satisfies ||x —x*||;, < 3R. By Markov’s inequality
(Fact 1), the output x; of each independent run i € [k] satisfies £ with probability > 2. Therefore,
Corollary 2 shows that for sufficiently large k = O(log 3 ), at least 2 of the elements in S := {x; };ex)
will satisfy £ with probability > 1 — d. Condition on this happening for the rest of the proof.

We return any x € S such that ||x — x;[|, < 6R for at least 2 of the elements in S;'* any point
satisfying £ is a valid X by the triangle inequality. We claim ||X — x*||, < 9R. Suppose otherwise;
then the triangle inequality shows ||x; — x*||, < 3R and ||x; — X||, < 6R cannot both happen, but
this contradicts the definition of X, since at most % of the x; € S can have ||x; — X[, <6R. O

Lemma 4 shows we can boost expected distance guarantees to hold with high probability at an
O(log %) overhead in the number of runs, and a constant factor overhead in the distance bound.
This is often useful for improving the guarantees of heavy-tailed stochastic optimization.

We defer a proof of Theorem 3 to Section 3, where we prove a generalization of it as Theorem 12. A
proof of Theorem 3 can also be found in Section 2.3, [Ver18|; we mention that it follows by modifying
the MGF method of Theorem 1 to use the inequality (1 — p) + pexp(A) < exp(p(exp(A) — 1)) for
p € ]0,1]. In light of Remark 1, it is helpful to note that for Poisson random variables Z with rate
1, the corresponding Cramér transform has a closed-form

w*(t)=u<(1+2> log (1+;> —2)

Letting t = eu, we see that for small €, ¥*(t) ~ €2 (which can be thought of as the relatively
sub-Gaussian regime), but for large €, ¥*(¢) ~ eloge (which falls more in line with the prediction

10Note that this can be performed without knowledge of x*.



(5)). The actual proof of Theorem 3 can be reinterpreted by directly taking the Cramér transform
of a sum of Bernoulli random variables, after scaling the problem by %.

Remark 2. This section is best treated as a crash course or short review of the most useful scalar
concentration inequalities. There are many other concentration inequalities which are good to know
about (see [BLM13] for a comprehensive survey), some of which we briefly describe here.

1. Beyond sums, we can consider functions Z = f({Z;}ic[n)) which are additively stable in their
inputs, i.e., for any fived realization of the {Z;};+i, the realization of Z; can only affect Z
by a bounded amount. This is known as the bounded difference property, and is captured by
McDiarmid’s inequality (a second-order generalization is the Efron-Stein inequality ).

2. Each of Theorems 1, 2, and & also have generalizations to the martingale setting, where
the random wariable Z is a sum of non-independent random variables {Z;}ic[n), but the
conditional distributions Z; | {Z;};cji—1) are appropriately behaved (e.g., sub-Gaussian or
sub-gamma). These martingale variations are often known as Azuma’s inequalities.

3. Instead of using the MGF to control tail behavior, we can sometimes obtain improvements
by considering different potential functions, such as p** moments for large p. Such strategies
result in bounds such as the Khintchine inequality or the Marcinkiewicz—Zygmund inequality.

4. Finally, one of the most commonly studied functions of a collection of random variables is
their mazimum (or supremum), which can be particularly challenging to control when the
collection is infinite. Careful instantiations of net arguments (e.g., constructing chains of
coverings, see Definition 2, Part II) are particularly useful in this setting. We defer an
introduction to maximal inequalities to the excellent resource [vH16].

2 Matrix analysis

We give an introduction to matrix analysis, which combined with the proof techniques in Section 1,
will imply concentration bounds on random matrices. We emphasize that there are important
techniques which matrix analysis inherits from scalar analysis, but one must be careful in general,;
as we will see, several basic inequalities which hold true for scalars are false for matrices.

2.1 Matrices as a vector space

The real m x n matrices, denoted R”*™  are naturally identified with a vector space of dimension
mn. We define the resulting inner product (the Frobenius inner product) of A, B € R™*™ by

(A,B)= > A;B;;=Tr(AB). (6)

i€[m],j€[n]

R™*"™ is a normed space, where the relevant norm is the Frobenius norm:

Al :=+V(A,A) =/Tr (ATA).

Observe that ||A||r is the entrywise £5 norm, i.e. the £5 norm of A as a vector in R™". A particularly
significant subspace of R4*? is the symmetric matrices, denoted S¥*¢, which is a linear subspace
of dimension d + (;l) (enforcing symmetry constraints). One reason for the elevated importance of
S?*4 ig that it admits a convenient algebraic characterization via the spectral theorem.

Theorem 4 (Spectral theorem). Let M € R¥<, Then M € S¥*? iff there is unitary'! U € RI*d
and diagonal A = diag (\) € R™? such that M = UAU'. If M = UAU" for unitary U and
A = diag (A), then A are the eigenvalues of M and the columns of U are the eigenvectors of M.

Correspondingly,

If M,N € S% ghare a set of eigenvectors given by columns of the unitary matrix U, then it is
straightforward to check that MIN = NM, i.e. M and N commute. Furthermore, we observe that
Theorem 4 implies the trace of a symmetric matrix is the sum of its eigenvalues:

Tr (M) = Tr (UAU') = Tr (AU U) = Tr(A) for M = UAU ' € ™4, (7)

HRecall we say U € R¥X% is ynitary if UT U =1, i.e., U has orthonormal rows and columns.



Here we used the cyclic property of Tr, ie., Tr(AB) = Tr(BA) for all A € R™*™ B € R"*™ of
compatible dimensions. Next, we denote the positive semidefinite d x d matrices by SdXd C S4xd,

M e S <= v Mv >0 for all v € R%. (8)

By Theorem 4, M € S%*? satisfies M € S‘iﬁd iff it has only nonnegative eigenvalues. Moreover,
M € S iff there exists A € R™ for some n € N with M = ATA. Similarly, the positive
definite matrices are S‘iﬁd (ie., all M € S9*? with only positive eigenvalues). We next mention a
few additional interesting properties of S‘iﬁd. The first is a characterization via Schur complements.

Fact 4. For a square matriz M partitioned into 2 x 2 blocks as follows:

M1 My,
M = ,
<M21 Moo

if M11 and Mas are invertible, we define the Schur complement onto the top-left block by SC1(M) :=
M — M12M§21M21, and the Schur complement onto the bottom-right block by SCo(M) =
Myy — MglMﬁlMlg. Then M is positive definite iff SC1(M),SCo(M) are positive definite.*?

We mention that one proof of Fact 4 uses that one can derive the Schur complement by considering
a quadratic function f(x) = %XTMX with respect to a partitioned variable x = (x1,x3), and taking
the partially-minimized function g(x1) := miny, f(x1,X2), which turns out to be a quadratic in
SC1(M) if M is positive semidefinite; we defer more details to Appendix A.5.5, [BV04].

The nonnegativity structure of the set S‘if]d also often finds use through the next result.

Lemma 5. If M,N € S&¢¢, we have (M,N) > 0.

Proof. Let M =} ".cy Ai ;uu) and N = Dield] Aiviv,| where the {u;}ie(q), {Vi}ieq) are orthonor-
mal sets of vectors, and {Aitiera, {Ai}ierq are all nonnegative. Then,

<Z)\uz DY Avev/ > SN AN (wy)viv))

i€[d] i€[d] i€[d] j€(d] (9)
—ZZAXTr uzu ViV —ZZ)\X (w4, v;) 70.
ied] jeld] i€[d] j€[d]

The second equality used that (6) is linear in its inputs, and the fourth used the cyclic property. [

There is a natural partial ordering < (called the Léwner order) induced on S?¢, where for M, N €
S4¥d we write M < N iff N — M € Sif)d (respectively, M < N iff N — M € S¥¥%). Note that not

all matrices are comparable via <. Moreover, Lemma 5 implies that if N € Sgﬁd and M < M/,
(M,N) < (M',N).

One other useful consequence of Theorem 4 is the existence of the singular value decomposition.

Corollary 3 (Singular value decomposition). Let A € R™*™. There exist unitary U € R™*™,
V € R™™ and £ € RY™ where ;5 = 0 for i # j, such that A =UXV .

Proof. Let A have rank r < min(m,n). Let UAUT be the eigendecomposition of AAT € SU;™
given by Theorem 4, with A = diag (M), and let {u;};c,) C R™ be the columns of U corresponding
to nonzero entries in A. By definition, AATu; = 0'2ui for all i € [r], where o := VA entrywise.
Moreover, ATA(ATw;) = 0?ATu;, and HATuZ-H2

unit-length eigenvector of AT A for all i € [r]. We also have by orthonormality of U,

a , so letting v; : %ATui we see v; is an
i

1 o .,
viv= u/ AATu; = —ulu; =0fori#j,
;0 g;

12This can be appropriately generalized to positive semidefinite matrices, where one takes care to handle kernels.



so the {V;};c[y) are orthonormal and can be completed to a unitary matrix V. € R"*". Finally,
letting 3 € R™*" have its first r diagonal entries correspond to nonzero entries of o,'?

V=ATUR! — VXU ' =AT — A=UXV'.
O

We call the main diagonal elements of 3 given by Corollary 3, i.e., the set {X;}icimin(m,n)), the

singular values of A, and when A € ngod, we note that they are the same as the eigenvalues of A.

For a function f : I — R where I C R, and M € S?*¢ with eigenvalues all lying in I, we define a
matrix function f(M) := Uf(A)U" where M = UAU is the decomposition given by Theorem 4,
and f(A) is entrywise on the diagonal. Note that f(IM) always commutes with M. We can check
that when f is a polynomial, this definition agrees with our intuition, since repeatedly applying
UTU = I, shows M2 = UA?UT, and so on. We finally mention a few common matrix norms.

1. For p > 1, we define the Schatten-p norm of a matrix A € R™*", denoted [|A[|,, to be the
¢, norm of the singular values of A. Our proof of Corollary 3 shows

P
2

JAlL =T ((ATA)").

We specifically reserve the names ||A[|, == [|A[l}, [A[r = [|Ally, and [[A[[,, == [A[ -

2. As seen in Part IV, for p,q > 1 we let the p — ¢ operator norm of a matrix A € R"™*" be

defined by [[A]|,_,, := max) <1 [|Ax|[,. One important fact is that ||Al|,, = [[A[|,_,.

We denote the i*? largest eigenvalue of M € S¥?_ and the i*" largest singular value of A € R™*™,
by A;(M) and o;(A) respectively; note [|A[|,, = o1(A) = \/A1(ATA) by the proof of Corollary 3.
2.2 Matrix inequalities

We now move to the topic of matrix inequalities, where we wish to establish relationships between
matrices. Perhaps the simplest matrix inequality to establish is one which compares two commuting
matrices, as then (after diagonalizing via Theorem 4) it reduces to multiple scalar inequalities.

Lemma 6. Let M € S have all its eigenvalues lying in I C R, and suppose f : I — R and
g: I — R have f(x) < g(x) for allx € I. Then, f(M) < g(M).

Proof. Write M = UAUT by the eigendecomposition in Theorem 4, and note that by assumption,
f(A) —g(A) 204 = f(A) Zg(A)
The claim follows upon multiplying by U on the left and UT on the right, which preserves (8). [

Next, when comparing eigenvalues between matrices, the following characterization is often helpful.

Proposition 2 (Min-max eigenvalue theorem). Let M € S4*¢. For all k € [d],

A(M) = max min__u'Mu = min max u' Mu. (10)
UeR¥** ueSpan(U) UgR¥*(d=k+1) ueSpan(U)
UTU:Ik HuH?:l UTU:Id,kJrl HLIH2:1

Proposition 2, which is also sometimes called the wariational characterization of eigenvalues,
straightforwardly implies several famous matrix inequalities, such as the following.

Corollary 4 (Cauchy interlacing theorem). For any M € S*¢ and V € R¥™*" with VIV =1,

Ai—rik (M) < X, (VIMV) < Xy (M) for all k € [r].

13Zero entries of X do not affect the proof, since they do not show up when expanding USV .




Proof. Observe that when U € R"** for some n > k, and U' U = I}, any unit vector in Span(U)
can be written as Uv for some v € R¥ with ||v||, = 1. To see the upper bound, let U € R™** with
U'U = I, realize (10) for the definition of A, (V  MYV). Proposition 2 then shows

Ae(VIMV) = min vIU'V MVUv.
€R*
Ivla=1
Note that |[VUv||, = 1 which can be seen by squaring both sides and using orthonormality of U
and V. Moreover, W := VU has W € R** and WTW =I,. We thus have

min v U'V MVUv= min v. W MWv < max min v W MWv = \;(M).
veRk veRk WeR4Xk  yeRF
lIvil;=1 lIvil;=1 wTw=l, [Ivl,=1
The lower bound is similar: for some U € R¥*("=%+1) with orthonormal columns, and W := VU,

A(VIMV) = max v U'V MVUv > min max v' W MWv = Ag_,,x(M).
VGRk WeRdx(r—k+1) vERk
HVH2=1 WTW:IT7k+1 HVH2=1

O

When r = d — 1, observe that Corollary 4 says the eigenvalues of VMV T interlace those of M.

We remark that the matrix P = VV T is often called the orthogonal projection matriz or orthogonal
projector onto the subspace spanned by V. All eigenvalues of P are in {0,1}, and further any
P € S%¥4 with eigenvalues all in {0, 1} is an orthogonal projector onto the subspace spanned by
its nonzero eigenvalues, and satisfies P? = P.4

Proposition 2 also implies Weyl’s inequality, a famous result in matrix perturbation analysis.
Corollary 5 (Weyl'’s inequality). Let M,N € S¥4. For all k € [d],
Ak(M) + Ag(N) < Ape(M 4 N) < A (M) + Ar(N).

Proof. The upper bound follows from Proposition 2, which shows

A;(M+N) = max min _u' (M+ N)u
UcR¥*F ueSpan(U)
u'u=1, lull,=1

< max min  u Mu+ max u' Nu= (M) + A (N).

UeR?¥** ueSpan(U) lull,=1
u'u=1, lull,=1

The lower bound follows similarly, where we use the other characterization in (10). O

Finally, we mention one additional consequence of Proposition 2.

Corollary 6. Let f : I — R be monotone nondecreasing for I C R, and let M, N € S¢*? have all
their eigenvalues in I. Then if M < N, we have Tr(f(M)) < Tr(f(N)).

Proof. For k € [d], Proposition 2 and the proof of Corollary 4 show A (M) < A,(N) for all k € [d]:
Ax(M) = min v U'MUv < min v U'NUv < A;(IN), for some U € R™* with U'TU = I.

vERk veRk
lIvila=1 Ivil,=1
This implies the claim via ;5 f(As(M)) < 324 ciq f(Ar(N)), where we recall (7). O

Upon seeing Corollary 6, one may hope that an even stronger fact is true: i.e., if f is monotone
nondecreasing, then f(M) < f(N). Note that if this were true, Corollary 6 would follow by
applying Lemma 5 with M < f(N) — f(M) and N « I;. Unfortunately, this stronger fact is false
in many cases. For example, A < B does not imply A? < B2, as witnessed by the example

(11 (21 2 aa gl (31
A_<1 1>,B—<1 1), such that det(B A)—det(1 0><O.

We define the following properties of functions acting on symmetric matrices.

14This has the nice interpretation that projecting onto a subspace twice is the same as projecting once.



Definition 3. Let f : S‘;Xd — S pe gn operator function identified with a scalar function
f:I—R, where S‘}Xd is the subset of S with eigenvalues contained in I C R.

1. We say f is operator monotone if f(M) =< f(N) for any M,N € S‘}Xd with M < N.

2. We say f is operator convez if f((1—A)M+AM') < (1=X)f(M)+Af(M') for any M, M’ €
S?Xd and A € (0,1). If —f is operator convez, then we say f is operator concave.

The next claim summarizes some well-known cases where the operator function does inherit the
corresponding scalar property; for a proof, we refer the reader to Lecture 5 of [Lee21].

Theorem 5 (Lowner-Heinz). Let f : Rsg — R be identified with its operator counterpart.
1. If f(x) = xP for p € [-1,0], f is operator convex and —f is operator monotone.
2. If f(z) = aP forp € [0,1], or f(z) =logx, [ is operator monotone and operator concave.
3. If f(x) =xP forp e [1,2], or f(x) ==xlogz, f is operator conver.

We mention that the non-polynomial f in Theorem 5 inherit properties from polynomials via

P —1 . 2P -z
, zlogx = lim .
p—1 pfl

logx = lim
p—0

Finally, we mention two themes which often arise when proving matrix inequalities. The first
theme is that inequalities are sometimes tight when eigenspaces of matrices are aligned, i.e., when
matrices commute. This is based on the fact that for M, N € S¢*¢ with fixed eigenvalues {Aiticla
and {A}}iejq, (M, N) attains both its maximum and minimum over the eigenvectors of N when
M and N commute. In other words, extremal inner products are achieved by commuting matrices.

Theorem 6 (von Neumann trace inequality). Let M, N € S9*¢ have eigendecompositions M =
UAUT and VA'VT given by Theorem 4, where A = diag (\) and A’ = diag (X), and we assume
that the {Xi}ica) and {X\;}ic(q) are sorted in nondecreasing order. Then

Z )‘i)‘zlJrlfi <(M,N) < Z A
i€ld) i€[d]

The upper and lower bounds respectively hold if U =V and if columns of U, V are reversed.
Proof. Observe that by the calculation (9), we have (M, N) = (S, T), where
Sij = (w;,v;)?, Ty = NN, for all (4,5) € [d] x [d].

Because U, V are unitary, we have ;. ; Sij = [UTv;||? = ||VJH§ =1 for all j € [d], and similarly
> jeia Sij = 1foralli € [d]. This shows that S is a doubly-stochastic matriz, i.e., it is a nonnegative
d X d matrix with all rows and columns summing to 1. So, we have

(MLN) = (8,T) € [(S~.T) . ($%,T)].
where S™ € argming.g (S, T), ST € argmaxg.¢ (S, T).

(11)

It is well-known that the extremal points of S, the set of doubly-stochastic matrices, are the
permutation matrices,® i.e., matrices in {0,1}9*¢ with one entry per row and column equalling 1,
and we can check that S is convex. Moreover, (S, T) is a linear function in S, so both it and its

negation are convex in S. Therefore, combining Lemma 3, Part I with (11) shows
D AN =min d AN < (MN) <max 3 A = D A
1€[d] 1€[d) 1€[d) 1€[d]

where P is the set of permutations = : [d] — [d], and we used the rearrangement inequality which
says the minimizing and maximizing permutations are the ones which agree with or fully invert
from the original ordering. This shows both claims by considering the extremal arguments. O

15This is the Birkhoff-von Neumann theorem, and follows from integrality of the bipartite matching polytope,
since there is a bijection between doubly-stochastic matrices and perfect fractional bipartite matchings.
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Remark 3. Theorem 6 extends to pairs of asymmetric, complex square matrices (M, N), where
the eigenvalues in the inequalities are replaced with singular values [uN37].

One consequence of Theorem 6 (and its generalization in Remark 3) is a Cauchy-Schwarz inequality
for all unitarily-invariant norms on square matrices. We say that a norm ||-|| on R™*" is unitarily-
invariant if, for any unitary U € R™*™, V € R**" and any M € R?*? we have | M|| = HUTMVH.
This means ||-|| must be a function of only the singular values. For example, the Schatten-p norms
are unitarily-invariant. Because Theorem 6 says the maximizing arguments align eigenspaces, we
can apply scalar Cauchy-Schwarz inequalities to matrices. Namely,

(M, N) < |[M]|||N]|, for all unitarily-invariant norms |-||, M, N € R4*, (12)

When ||-|| and its dual are Schatten norms, (12) recovers a matrix variant of Holder’s inequality.

The second main theme is looking for ways to disentangle products of matrices into portions which
sort the same matrix with itself, e.g. for any M, N € S%*¢,

Tr(MNMN) < Tr(M?N?). (13)

The above inequality follows by applying (12) with the self-dual norm |[|-||p, since |[MN|3Z =
Tr(NM?2N) = Tr(M?2N?) by the cyclic property. We demonstrate this second theme by giving a
few exemplar building blocks of this disentangling strategy that often arise in proofs. The first
generalizes a special case of (13), and recovers it when N € S‘iﬁd by setting M «+ MZ2.

Lemma 7. Let M,N € Sdg)d and o € (0,1). Then
Tr(M*NM'"*N) < Tr(MN?).

Proof. Let f(a) := Tr(M*NM'~*N) and note f is symmetric about § in the range [0, 1]. We claim
that for all a € [0, 3], we have f(a) < 1 f(0)+3 f(2). This implies that f is convex in [0, 1], so it is
maximized at either &t = 0 or v = 1, and hence 0 is a maximizer since f(%) < 1 f(0)+3f(1) = f(0).

To see our claim f(a) < 2 f(0) + §f(2o<)7 consider the matrices
A N ~NzM°Nz) (N2 04 I, -M®\ /N:z 04
T \-NzM°N:z N:M2N:z /) \o, Nz/\-M*® M?>*)/\o, N2/’

B . N:MN? —-N:M!"*Nz\ [Nz 0, M M-\ /N2 o0,
T \-NzM!-eNz N:M!"2eNz /) \o0, Nz)\-M!'"@ M!=2* )\, Nz/°

Note that A and B are both in Sadoﬂd: the middle matrices in each product are positive semidefinite
by Fact 4, and the outer matrices preserve the definition (8). Therefore, rearranging the inequality
(A,B) > 0 (which follows from Lemma 5) after expanding by blocks proves the claim. O

Lemma 7 was first shown (to our knowledge) by [Nes07], and has been rediscovered in a number
of different settings [Eld13, ZLO16]; in the latter work, it was termed an extended Lieb- Thirring
inequality due to its relationship with a classical inequality of [LT76]. We summarize (without
proof) the Lieb- Thirring inequality of [LT76] below, which also generalizes (13) when M, N € S‘if)d.

Proposition 3. Let M,N € S{5? and p > 1. Then Tr((MN)P) < Tr(MPNP).

Both Lemma 7 and Proposition 3 can be viewed as formalizations of our earlier intuition that
“disentangling increases matrix products.” Note that in both cases, the larger quantity in each
inequality groups together copies of the same matrix. By using limiting arguments, these disen-
tangling tools yield powerful conclusions such as the Golden-Thompson inequality [Gol65, Tho65].

Theorem 7 (Golden-Thompson inequality). Let M, N € S9*4. Then
Tr(exp(M + N)) < Tr(exp(M) exp(N)). (14)

Proof. We only provide a brief proof sketch here, deferring more details to [Tao10]. By using Taylor
series expansions, we first note that (14) is reminiscent of our earlier disentangling conclusions.
For example, the third-order Taylor expansions of both sides of (14) agree, and the fourth-order
terms turn out to be comparable via (13). More generally, the left-hand side of (14) tends to

11



interleave copies of M, N by expanding (M + N)P  whereas these copies are fully disentangled on
the right-hand side. We relate our disentangling inequality Proposition 3 to (14) by observing

1 1 P
lim (exp (M) exp (N)) =exp (M +N),

which follows since the first-order Taylor expansions of both sides agree, and all the higher-order
terms vanish as p — oo. Now, let A «+ exp(%M) and B « exp(%N)7 so that the right-hand side
of (14) is Tr(APBP) and the left-hand side is the expression in the above limit. The conclusion
follows by sending p — oo, and applying Proposition 3 with A, B in place of M, N. O

2.3 Matrix calculus

In this section, we develop some basic rules for matrix calculus, specialized to convex functions of
symmetric matrices. Our development is based on the works [Lew96, LS01|, which heavily rely on
the theory of convex conjugates from Part III, combined with Theorem 6. Specifically, consider
an operator function f : S‘IiXd — R. We say f is a spectral function if f is only a function of the
eigenvalues of its input, i.e. for all unitary U and M &€ S?Xd, f(UTMU) = f(M). For example, the
unitarily-invariant norms mentioned in (12) are spectral functions. When f is a spectral function,
we identify it with a vector counterpart fye. : I — R mapping a set of eigenvalues to a scalar.

Now suppose fyec is convex, closed, and proper, and consider the definition of the conjugate of f:

f*(N) := max (M,N)— f(M).
Mesdxd
Because it is a spectral function, f is invariant under unitary transformations. Moreover, Theorem 6
says for fixed eigenvalues the inner product is maximized when M commutes with IN. Rewriting
the above expression in terms of diagonal matrices, we have shown f*(N) is simply f,. applied
to the eigenvalues of N. A variation of this argument shows that when f, fyec are differentiable,
V(M) commutes with M through the characterization of gradients as maximizing arguments in
conjugates (Fact 1, Part IIT). The following summary of these observations is proven in [Lew96].

Theorem 8 (Lewis’s theorem). Let fuoe : R4 — R be permutation-invariant,'® convez, closed,
and proper. Then f : S — R identified with fyec 15 permutation-invariant, convez, closed, and
proper. Further, for M,N € Siﬁd with eigendecompositions M = UAUT, N = VA'VT | where
A = diag (), A’ = diag ()\'), we have N € f (M) iff X € Ofvec(A), U=V.

In other words, if we know how to characterize the subdifferential structure of fye., Theorem 8 tells
us the subdifferential structure of f as well. A common example of a spectral function satisfying

the conditions of Theorem 8 is the trace of a map from symmetric matrices to symmetric matrices,
e.g., those in Corollary 6.17 Applying Theorem 8 then gives useful conclusions such as the following:

v (; ||M|§> —v (Tr (;M2>) — M, V (Trexp (M)) = exp (M).

Finally, we mention a formula for the Hessian of convex spectral functions derived in [LS01]. We
give an example of how to perform computations involving Theorem 9 in a following lecture.

Theorem 9 (Lewis-Sendov formula). Let fyec : R? — R be permutation-invariant. Then the
operator function f : S — R identified with feec is permutation-invariant. Moreover, for any
M € S‘iﬁd with eigendecomposition M = UAUT, where A = diag(\), f is twice-differentiable
at M iff feec is twice-differentiable at X. In this case, V2 f(M) operates on N € S¥9 wiq the
following formula, where o denotes entrywise multiplication:

2

V%f(M)[N} =U (dlag <{aa)\2fvec()‘) : Nn} [d]> + Ao N) UTa

0 i=j
where Ayj = { V2 feee(X) = V2 frec(N) i % j, Xi = X; for (i,5) € [d] x [d], N := U'NU.
vifvec(;z:zjjfvec(k) 'L # j7 A’L # A]

16 This condition comes up when fully characterizing the equality cases of Theorem 6.
17Such functions are automatically permutation-invariant, due to permutation-invariance of the equality (7).
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3 Matrix concentration

The study of matrix concentration inequalities develops tools for bounding statistics of random
matrices. Perhaps the most common statistics of interest are the largest and smallest eigenvalues.
For example, if we want to understand the deviation of a sum of random, mean-zero symmetric
matrices from its expectation, a natural measure for deviation is the operator norm of the sum (i.e.
the largest eigenvalue by magnitude). Towards this end, we show how Theorems 2 and 3 can be
generalized to the matrix setting, resulting in the matrix Bernstein bound of [Troll] and matrix
Chernoff bound of [AW02]. These matrix concentration results are tremendously applicable to the
analysis of randomized algorithms in numerical linear algebra, as we will see in future lectures.
Our exposition closely follows strategies outlined in the excellent resource [Trol5].

3.1 Matrix MGF method

To begin, we give a suitable extension of the MGF method in Theorem 1, and as mentioned in
Remark 1. Our goal is to control a sum of random matrices through the following basic claim.

Lemma 8. Let Z € S¥*? be a random matriz. Then,'8
PriA (Z) >t < gn% exp (—0t) E [Trexp (62)],
>
Prx;(Z2) <t < én% exp (—0t) E [Trexp (67Z)].
<

Proof. We start with the upper tail bound, following the strategy in Theorem 1: for 6 > 0,

Pr[A1 (Z) > t] = Prlexp (A1 (Z)) > exp (6t)]
< exp (—0t) E[exp (A1 (Z))] < exp (—0t) E[Trexp(0Z)] .

The first inequality was Markov’s (Fact 1), and the second used that A;(exp(6Z)) = exp(0A1(Z))
by nonnegativity of 6§ and the definition of the matrix exponential. The tail bound then holds
because we had the freedom of choosing #. Similarly, for the lower tail, for 8 < 0,

Pr{A; (Z) <t] =Prlexp (6Aq(Z)) > exp (6t)
< exp (=0t) E[exp (0Xa(Z))]

]
exp (—0t) E[Trexp (0Z)].
O

In the original MGF method, when Z was a random scalar we controlled E[exp(0Z)] for different
values of §. Lemma 8 suggests that, analogously, a natural matrix potential to track is ETr exp(6Z).
Unfortunately, when Z = Zie[n] Z; is a random sum, bounds such as Golden-Thompson (Theo-
rem 7) fail; extensions of Theorem 7 are false for sums of even three matrices. The matrix MGF
method of [AWO02], refined in [Troll, Trol5], instead uses the following deep result.

Proposition 4. Define the quantum KL divergence between M, N € S‘iﬁd by
Dy(N||M) := Tr (N (log N — logM) + M — N).

Then Dy : Sf_xod X Sf_ﬁd — R is a jointly convex function of its inputs.

We remark that Dy in Proposition 4 is the Bregman divergence (Definition 3, Part III) of two
matrices with respect to the convex function H(M) = (M, log(M)), where convexity follows from
Theorem 8 and convexity of the vector function h(v) = (v,log(v)). Proposition 4 is perhaps
not extremely surprising, as we previously gave the vector analog of this statement (Remark 5,
Part III). However, the proof of Proposition 4 is sophisticated, and expands on several ideas from
Section 2. For brevity we defer the proof of Proposition 4 to Chapter 4.3, [Bha07]. We state here
an important consequence of it due to [Lie73], crucially used in the matrix MGF method.

dxd

Theorem 10 (Lieb’s concavity theorem). For S € S the following is concave on ST

f(X) = Trexp(S + log(X)).

18Due to the overloading of A with eigenvalues, in this section we use 6 to parameterize the MGF.
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Proof. First, we derive the expression in the display through a sequence of equivalences:

0= min {Dy(N|M)}
Nesyy?

=Tr(M)+ min {N(logN —logM) — N},
Nesdy?

Tr(M) = max {Tr(N (logM —logN) + N)}
Nes?y?
Trexp (S +log(X)) = max {Tr(N(S+1I)+ N (logX —logN))}
Nes{y

= max {Tr(NS)+ Tr(X) — Dy (N[ X)}.

dxd
Nesly

The first equation used that the Bregman divergence is nonnegative everywhere and the minimum
Dy (N|M) = 0 is achieved at N = M. We then applied the definition of Dp, and substituted
M = exp(S +log(X)). Finally, we observe that if f : X x ) — R is a jointly convex function on its
inputs, g : X — R defined by g(x) = minyey f(x,y) is also convex when the minimum is always
achieved: for y = argmingcy, f(x,y) and y’ = argming, ., f(x’,y’), we have

g(T=N)x+Xx) < f(1T=N)x+ XX, (1 =Ny +Ay") < (1 - N)g(x) + \g(x).

Since Dy (N||X) — Tr(NS) — Tr(X) is the sum of a jointly convex function (by Proposition 4) and
a linear function, it remains jointly convex as a function of (X, N). As we argued, minimizing over
N then yields a convex function, and negating gives the desired concavity claim. O

By repeatedly applying Theorem 10, we finally arrive at a bound compatible with Lemma 8.
Corollary 7. Let {Z;}icpn) € S be independent random matrices and 0 € R. Then

E |Trexp | 6 Z Z; || <Trexp Z log E [exp (0Z;)]
i€[n] i€[n]
Proof. Let Sy, := 3,4y Zi for all k € [n]. We derive that
ETrexp(6S,,) = E[E[Trexp (0(Sn—1 + Zy)) | Sn—1]]

S E [Tr €Xp (esn—l + 1Og E [exp(ozn)])]

< E[Trexp (0S,—2 + log E [exp(0Z,,—1)] + log E [exp(6Z,)])] < ...,
where the first line is the law of iterated expectations, and the second wrote 0Z,, = logexp(0Z,,)
after conditioning on a realization of S,,_1, and applied Jensen’s inequality with Theorem 10. Fi-
nally, the last used that because of independence,'® log E[exp(Z,,)] can be treated as a deterministic
matrix, and hence lumped into the sum with S,,_5 when taking expectations over Z, ;. Iterating
this argument to lift each Z; into the exponent in sequence yields the conclusion. O

At this point, our matrix MGF strategy is clear. Because Trexp is a monotone function (Corol-
lary 6), to bound the right-hand side in Corollary 7, it suffices to provide upper bounds on each
of the matrices log E [exp (6Z;)], which can be controlled eigenvalue-by-eigenvalue using moments.
We can then substitute this bound into Lemma 8 to obtain our desired tail bounds.

3.2 Matrix concentration inequalities

In this section, we first give some bounds on log E[exp(6Z)], where Z is a random matrix satisfying
various structural assumptions. We then combine these bounds with the matrix MGF framework
in Lemma 8 and Corollary 7 to derive our main matrix concentration inequalities.

We mention that we will only extend Theorem 2 (in the special case of bounded random variables,
i.e., Lemma 2) and Theorem 3 to the matrix setting, neglecting Theorem 1. This is in part because

19This argument can be extended to the matrix martingale setting (see Remark 2) as shown in Section 7, [Tro11],
via a symmetrization trick, but this requires some more effort so we omit it.
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some of the proof techniques used to establish sub-Gaussianity of random variables (e.g., Lemma 1)
do not extend to matrices, because exp is not operator convex. However, in several important cases
(such as matrix Rademacher and matrix Gaussian series) one can directly bound the matrix MGF
and generalize Theorem 1; we defer more details to Chapter 4 of [Trol5].

We now give a matrix variant of Lemma 2, used to control the MGF of bounded random variables.
Lemma 9. Let Z € S%*? be a random matriz satisfying EZ = 04 and ||Z||Op < ¢ with probability
1. Then, for all |0] < o=, we have logE [exp (0Z)] =< 6?E[Z2].

2¢c’
Proof. For a fixed realization of Z with eigendecomposition UAU T, we have

0 >, GPcp—2

4
ZP 2T+ 0Z+ ) 72 <1, + 07 + 072,
| . !

p:

exp(GZ):Id+9Z+Zp

p=2 "

where we used that for p > 2, ZP < cP—272 by Lemma 6 and aP < P22 for |z] < c. We then
applied (3). The claim follows by taking expectations (since EZ = 04), applying log(1+ z) < z for
all z € R, and again lifting this scalar inequality to commuting matrices via Lemma 6. O

The matrix Bernstein inequality then follows readily from Lemma 9 and our earlier framework.

Theorem 11 (Matrix Bernstein’s inequality). Let {Z;}icp, € S*4 pe independent random matri-
ces satisfying EZ; = 0q and ||Z;|,, < c with probability 1. Further, let Z =3, Z; and suppose
EX i Z? < 021,. Then for all t > 0,

. 2t
Pr[“Z”OpZt}SZdexp —min | =, )

Proof. By combining Corollary 7 and Lemma 9, we have for all 8 € [0, ..

7%]a

E [Trexp (0Z)] < Trexp | 0°E | Y Z7| | < Trexp (0°0°Ls) = dexp(6°0?),

i€[n]

where we used monotonicity of Trexp (Corollary 6) and the definition of o. The conclusion follows

from applying the upper tail bound in Lemma 8 with § = min(5%z,5-) (as in Theorem 2), and

noticing that for the lower tail bound it suffices to negate all matrices by symmetry. O

Theorem 11 gives exactly the same bound as what one would attain in the scalar case (when
d = 1) by combining Lemma 2, Fact 3, and Theorem 2. Generally, the bound decays by a d factor,
which roughly corresponds to the loss due to a union bound because we must control d eigenvalues
simultaneously. We also make the following remark on lifting the symmetric matrix assumption.

Remark 4. Theorem 11 extends to sums of asymmetric random matrices via a tiling argument.
Specifically, suppose that {A;}icm) € R4 x4 gre independent random matrices satisfying EA; =
04, xd, and ||Asll,, < ¢ for alli € [n]. Then, let d = di +da, and for each i € [n] define

e Odl AZ
2= (A"LT 0d2> .
It is simple to check that | Z;||op = |Aillop, EZ; = 04, and
AT
ey |- (¢ et AT O
i€[n] 04y xdy E {Zie[n] A Al}

Thus, Theorem 11 applies and depends on o® > max(A;(E > i) AAT), N\ (E >icn) ATAY)).
Next, we give an inequality which applies to random positive semidefinite matrices.

Lemma 10. Let Z € Sdg)d be a random matriz satisfying A1 (Z) < R with probability 1. Then for
all 0 € R, we have log E [exp(0Z)] < %E[Z].
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Proof. Because exp(fz) is convex for x € R, we have exp(fz) < 1+ %x for all z € [0, R],
by considering the line from (0,1) to (R, exp(6R)), which the point (z,exp(fz)) lies below. The
conclusion follows from Lemma 6, since log(1 +t) <t for all t € R. O

We conclude by plugging in Lemma 10 into our matrix MGF method, to extend Theorem 3.

Theorem 12 (Matrix Chernoff bound). Let {Z;}icin) € S be independent random matrices
satisfying || Zi||,, < R with probability 1, and let Z := 3, ., Zi. Then,

€ fmax
(2+6eR
62,umin

2R

Pr(A(Z) > (14 €)pimax) < dexp (— ) for all e > 0, where pimax := A1 (EZ),

PrAa(Z) < (1 — €)phmin] < dexp (— ) for all e € (0,1), where fimin := Aa(EZ).

Proof. Let f(0) := %. We begin with the tail bound on A;(Z). For all # > 0, combining
Corollary 7 and Lemma 10, and using the definition of fiyax, shows that

E[Trexp (0Z)] < Trexp | £(6) > E[Zi] | = Trexp (f(0)EZ) < dexp(f(6) pmax)-
1€[n]

Therefore, by the upper tail bound in Lemma 8§,

PrM(Z) 2 (14 pias] < inf desp (£(6) — 001+ 0)) ) < dexp (—(;ﬁm)R) 7

where we plugged in 6 + % log(1+€), and used the estimate log(1+¢€) > 22; for € > 0. Similarly,

for the tail bound on A;(Z), we have for all § < 0 that f(6) <0, so
E[Trexp(6Z)] < Trexp (f(0)EZ) < dexp (f(0)tmin) -

Therefore, by the lower tail bound in Lemma 8§,

. . . . . . _€2Mmin
Pr[\a(Z) < (1 - e)pimin] < jnf dexp (/(6) = 01 — )umin) < desp (— 52 )

where the last inequality chose 6 <+ % log(1—¢€) and used % <et+(1—¢€)log(l—e¢) foree (0,1). O
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Source material

Portions of this lecture are based on reference material in [Bha07, BLM13, Trol5, vH16, Verl8,
Lee21, Duc23|, as well as the author’s own experience working in the field.
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